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Abstract:  
 
Constraints on the (joint) entropies for a given set of random variables, mostly in the form of 
information inequalities, are considered as the laws of information theory not only because converse 
theorems of coding theorems are proved by information inequalities, but also they bound the capacities 
or capacity regions  of many information theory problems, such as network coding, data storage, secret 
sharing, etc. Furthermore, they are also related to other subjects of mathematics and physics such as 
group theory, matroid theory, combinatorics, Kolmogorov  complexity and quantum mechanics.  
 
Proving information inequalities is equivalent to the characterization of entropy function regions. In this 
talk, we will give a brief introduction to the history of characterization of entropy function regions, its 
applications, relations to other subjects and recent progresses. 
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